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Abstract 

In this paper, a new approach to fully automatic 
image segmentation is proposed to get the meaningful 
regions of general-purpose image. In order to avoid 
image over segmenting, the original input image is iirst 
smoothed by Gaussian filters with different scales. 
Then an improved I SODATA clustering algorithm 
with parameters selecting dynamically is proposed to 
cluster the image pixels into different regions. To 
eliminate those fragmentary regions, a region merging 
strategy is also presented. Thc final experimental 
results show that the proposed approach can 
effectively separate the objects from background of 
general-purpose image. 

1. Introduction 
The increasing amount of images has motivated the 
research on content-based image retrieval (CBIR) 
during the last dccade. Because general-purpose image 
segmentation is thought of as a helpless goal by the 
computer vision community [2], researchers of CBIR 
generally take much time on the study of global image 
properties, e.g. color and texture, which avoid the 
problem of image segmentation. However, from the 
segmentation results, even imperfect, it’s possible to 
identify meaningful regions which are very beneficial 
to the retrieval of images [ 151. 

In this paper, an automatic image segmentation 
technique, which allows us to get approximate object- 
regions and background-regions, is presented. Fig. I 
shows a schematic diagram of the proposed regions 
segmentation algorithm. As a classical clustering 
algorithm, parameters of ISODATA must be given in 
advance, which is the main fault for automatic 
segmentation of image. In order to implement 
unsupervised initial segmentation, the standard 
ISODATA algorithm [6, 7, 141 is improved. As an 
important step, a postprocessing operation is 
performed, using to merge small regions into adjacent 

big regions. Related approaches such as stochastic 
model based approaches [Z, 31, region growing [4] and 
clustering analysis approaches [ I ,  6, 7, 9, I I],  have 
been applied to segmentation with low-level features. 
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Fig.1 Flowchart of regions segmentation 
The rest of  the paper is organized as follows: In 

Section 2, preprocessing of original image and feature 
extraction are described. In Section 3 ,  we review the 
ISODATA algorithm and describe emphatically the 
method used to obtain automatically parameters of the 
algorithm. In Section 4, a method to postprocess the 
segmentation image is given. The experiments and 
results are discussed in Section 5. Finally, we 
conclude with a brief discussion about our algorithm 
and future work. 

* This work is partially supported by National Natural Science Foundation of China (No. 60373028) and the 
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2. Preprocessing and Feature Extraction 

2.1 Original Image Preprocessing 
We know that many noise points scattered about the 
whole image, which affect badly the accuracy of 
clustering analysis. Moreover, oversegmentation of 
image is not an ignorable problem; for example, zebra 
stripe maybe become its own region. In order to reduce 
noise and avoid oversegmenting image, Gaussian filter 
is used to smooth original image. Gaussian filter has a 
number of good properties, amounting to ‘‘well- 
behavedness” [5]. Furthermore, it has been proved that 
Gaussian is indeed an optimal filter for estimating 
ideal data from incomplete discrete data [8, 121. Multi- 
scale Gaussian filter has been applied in many works 

In this work, two-scale Gaussian filter is used to 
smooth original image. In the location (x, y) of image, 
the convolution can be computed by: 

P, 8,9 ,  101. 

where g, (x, y )  is the Gaussian kernel , s denotes the 
scale of  Gaussian filter, and f(x, y) is the value of pixel 
in the location (x, y). 

In order to select the scale dynamically, image can 
be filtered using the equation as follow: 

where V ( x , y )  represents the final value of pixel in 
the location (x, y). The comparison of segmentation 
results is show in Fig.2. 

(a) (b) (c> 
Fig.2. Comparison of segmentation results (a) Original 
image (b) Segmentation result without smooth filtering (c) 
Segmentation result with smooth filtering 

2.2 Feature Extraction 
For the extraction of initial feature, a similar method as 
in [ I ]  is adopted, which uses six features of color and 
texture. Firstly, the preprocessed image is partitioned 
into blocks with 4 X 4 pixels. Then the average color 
components in LUV color space are extracted. In order 
to get the other three texture features, the Daubchies-4 
Wavelet transform [13] is applied to luminance 

component of  the image. A 4 X 4 block is decomposed 
into four frequency bands, and each band contains four 
coefficients. From the coefficients of high frequency 
bands, i.e., HL, LH and HH bands, three texture 
feature values are obtained. The block feature such as 
in HL band can be computed as: 

I 

where ck+i , l+ l  denotes the coefficient of HL band. 

Thus the final initial feature vector of a block 
consists of 3-D color features and 3-D texture features. 
Two initial blocks feature vectors acquired randomly, 
in which the first 3-D features denote color features 
and the rest describe texture features, are shown as 
follows 

f ;  =( 127.61,12.23,15.63,0.85,1.21,0.32) 

f, =(127.25,3.74,10.71,0.27,0.91,0.12) 

By analyzing the above two vectors, we find that the 
first three color feature values are generally much 
bigger than the texture values. That is to say, when the 
Euclidean distance is adopted to compute similarity 
between two feature points in the feature space, the 
significance of  texture feature is inappreciable. In 
order to solve this problem, the normalization for 
feature should be considered. The equations of 
normalization is shown as follows 

where D represents the dimension of feature vector, N 
denotes the total number of feature vectors, and f, is 

t h e I h  component of  the nth feature vector. 

3. Blocks clustering 
To group the above-mentioned blocks into different 
regions, an improved lSODATA algorithm is proposed. 
The ISODATA algorithm [3, 6, 141 is a classical 
cluster technique, which is also an iterative procedure. 
Unlike the k-means algorithm, ISODATA can split and 
merge regions according to a certain criteria 
automatically. We will not elaborate here on the 
classical algorithm. Rather, we only give some 
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important equations, which is vital to our method. The 
center of cluster is given by: 

where Nj represent the number of vectors in the jth 

cluster and I - j  denotes the jih cluster. 

The standard deviation,oj = GJl,CYJ2, *-*ojD,]T,  can 

be obtained as follows 
[ 

where ykd denotes the dh component of the kth feature 

vector, and mjd denotes the dh component of the jth 

duster center vector. 

(9) 

For standard ISODATA algorithm, a number of 
parameters should be given in advance, which is the 
main fault for automatic segmentation of image. 
According to the experiments, we find that the merging 
parameter, 6, , and splitting threshold, eS , are vital to 
image segmentation. So, it is very important to get 
both of parameters dynamically. Here, we propose a 
method which can update ec and e, dynamically. For 

each iteration, we compute the 8, and 6, after we 

have got the values of bjmax and8j , .  The equations 

computing 8, and e, are given by: 

1 c  

Since the other parameters are relatively stable, thus 
they can be given once for all. 

4. Postprocessing 
Our aim is to separate image into several meaningful 
and natty big regions, which is very important to image 
retrieval. However, after using above segmentation 
scheme, a lot of fragmentary regions are also created 
among big regions. In order to get rid of those 
fragments and keep consistent with people’s 
perception, a further postprocessing procedure is 
performed 

I .  Get the location of a fragmentary region. 
2. Calculate the number of adjacent pixels 

between the fragmentary region and all the 
big regions. 

3. Merge the fragment into the big region 
which has the most adjacent pixels with the 
fragment. 

The above three steps can be iterated until all the 
fragmentary regions are merged. 

5. Experiments 
It’s difficult to give a fair comparison with existing 
segmentation algorithm such as K-mean algorithm 
which depends on additional information to be 
provided by the user during the segmentation of 
different images. Because the EM-based algorithm is 
the only other automatic segmentation algorithm we 
can access to, we compare this algorithm with our 
approach using the same images. In our experiments, 
we selected eight categories of images, including 
leopards, planes, eagles, dinosaurs, portraits, flowers, 
horses and tigers. Both of segmentation algorithms are 
tested on the images selected randomly form the eight 
categories. Due to the limitation of space, we compare 
only six images. Fig. 3 shows the segmentation results 
of two algorithms. In general, our algorithm performs 
as well as the EM-based algorithm for the images of 
simple background, such as eagles and planes. The 
eagle and plane are separated from the sky accurately. 
However, our algorithm can separate objects from 
complicated background better than EM-based 
algorithm, such as horses, flowers and leopards. 
Moreover, our approach can get more natty objects and 
background regions than EM-based algorithm, which 
is very important to the content-based image retrieval. 
From the results, we also can see that segmentation 
using our algorithm generally satisfy our requirement 
although several kinds of “errors” may be seen in some 
images. 

6. Conclusions 
In this paper, an approach for fully automatic general- 
purpose image segmentation i s  proposed. Two-scale 
Gaussian filter is used to avoid over segmenting. Then, 
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an improved ISODATA algorithm with parameters 
selecting dynamically is presented to group the image 
pixels into different regions. In order to eliminate 
fragments, a region merging strategy is also presented. 
Future research work is focused on how to apply the 
proposed region segmentation method to region-based 
image retrieval. 

Fig.3. Comparing of segmentation results. The first 
column is original images, the middle column is the 
result of our algorithm, and the last column is the result 
of BlobWorld system.(copied from [ 161). 
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